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ABSTRACT

The increasing adoption of Artificial Intelligence (Al) in any kind
of software has highlighted the need for greater transparency, se-
curity, and traceability within the Al supply chain. The AI Bill of
Materials (AIBoM) extends the Software Bill of Materials (SBoM)
concept by incorporating Al-specific components such as models,
datasets, dependencies, and metadata. In this paper, we introduce
ALOHA, a novel tool that automatically generates AIBoM from Al
models hosted on Hugging Face (HF), leveraging the CycloneDX
standard for software transparency and security. ALOHA extracts
relevant metadata from model cards and maps them to a struc-
tured AIBoM format, ensuring compliance with existing SBoM
frameworks. We conducted a preliminary empirical evaluation on a
statistically significant sample of 312 Al models to assess ALOHA.
Our initial findings indicate that while ALOHA successfully re-
trieves and structures essential AIBoM fields, challenges remain
regarding metadata completeness and standardization of model
cards. This work represents a step towards enhancing Al supply
chain security and governance, providing a foundation for future
advancements in AIBoM generation.
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1 INTRODUCTION

Software Composition Analysis (SCA) aims at identifying the ar-
tifacts that compose a software system. These may include third-
party libraries for which the system depends, directly or indirectly,
but also source code elements (e.g., code snippets) or other artifacts
being included in the software system. The set of elements (libraries,
tools, or other artifacts) required to build a software product is re-
ferred to as the “software supply chain”

SCA and software supply chain analysis have multiple purposes,
including, for example, identifying defect-prone or insecure compo-
nents, as well as performing a license compatibility compliance, i.e.,
determining whether the license under which one is redistributing
a software project is compatible with those of included components.

To properly document the inventory of components of a software
project, owners can release Software Bills of Materials (SBoMs).
An SBoM is an inventory of artifacts a software system depends
upon, directly or indirectly. It can be considered something similar
to the list of ingredients released with a food product (which one
can use to assess the food against allergies), or the inventory of a
mechanical system (e.g., a car manufacturer can know exactly all
components for a given car model so that if one of these components
turns out to be defective, all models equipped with it are recalled
for maintenance).

SBoMs are becoming relevant and crucial also because of gov-
ernmental regulations, such as the US Executive Order [25] which
requires SBoMs for any public administration software, or the EU
Cyber Security Act [32].

While there exist standards for SBoMs, in particular, the SPDX
[33] and CycloneDX [9] ones as well as tools for SBoM generation
(e.g., those provided by CycloneDX [8] and the one integrated into
GitHub [35]), previous research has pointed out several challenges
in SBoM generation and consumption [34, 36, 39]. Some of such
challenges [34, 36] also emerge given the high pervasiveness, in
many domains, of Artificial Intelligence (AI) enabled software sys-
tems. As the behavior of such systems is highly determined by Al
models, including Machine Learning (ML) models, ensuring trans-
parency for them requires SBoMs to also ensure transparency with
respect to ML models (or Al components in general) on which the
software depends.

On the one hand, an extension to SBoMs to provide Al trans-
parency, the Artificial Intelligence Bills of Material (AIBoM) [39],
has been conceived. AIBoM specifies various kinds of transparency
pieces of information for Al models. These include, for example, the
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model version, dependencies, training information, attribution/li-
censing requirements, bias/fairness issues, and known vulnerabil-
ities. On the other hand, and differently from SBoMs, to the best
of our knowledge, AIBoM generation is not supported by suitable,
automated tools. The only available support for “quasi-AIBoM” doc-
uments comes from MLOps tools such as DVC [14] or ML-Flow [28].

To fill this gap, we propose in this paper a tool, named ALOHA
(AIBoM tooL generatOr for Hugging fAce). As its name suggests,
ALOHA supports the automated generation of AIBoMs for ML-
enabled projects that depend on models hosted on Hugging Face
(HF) [20], a well-known hosting platform (and supporting frame-
work) for different types of pre-trained models. Given the identifier
(ID) of an AI model hosted on HF, ALOHA downloads and analyzes
their model cards, extracting pieces of information including (i) the
license, (ii) the model’s dependencies, (iii) the availability of a train-
ing dataset, and (iv) documentation about bias/fairness. After such
information has been extracted and summarized, ALOHA generates
an AIBoM file, that can be linked to the projects’ SBoM.

We have conducted a preliminary empirical validation of ALOHA
in generating AIBoMs on a sample of 312 AI models from HF. Our
initial findings indicate that while ALOHA successfully retrieves
and structures essential AIBoM fields, challenges remain regarding
metadata completeness and standardization of model cards in HF.

Paper Structure. In Section 2, we outline background and re-
lated work. In Section 3, we present ALOHA, while our preliminary
empirical evaluation of ALOHA is shown in Section 4. In this sec-
tion, we also discuss the results and threats to the validity of these
results. We conclude the paper with final remarks in Section 5.

2 BACKGROUND AND RELATED WORK

In this section, we first present the role of Al in the software supply
chain. Then, we describe HF and model cards used to share and
document Al models. After providing the rationale for using BoMs
to support the Al supply chain, we examine the state of the art in
AIBoM generation. Finally, we discuss the SBoM standard chosen
for AIBoM generation, specifically focusing on CycloneDX.

2.1 Al in the Software Supply Chain

Integrating Al components into the software supply chain has
improved security, efficiency, and reliability by identifying and
fixing vulnerabilities, automating security tasks, and managing
software development and deployment.

In this scenario, Xia et al. [39] proposed using blockchain technol-
ogy to securely share the SBoMs to ensure greater transparency and
security in the handling of software and AI components. They fur-
ther discussed the concept of AIBoM, which extends this approach
to encompass the origins, dependencies, and all AI components
within the supply chain.

Concerning the SBoM, Stalnaker et al. [34] explored the chal-
lenges in creating and using SBoMs, which are essential for man-
aging software dependencies, vulnerabilities, and licenses. The
authors surveyed 138 professionals from five stakeholder groups
(SBoM-experienced developers, critical open-source project con-
tributors, AI/ML experts, cyber-physical systems professionals, and
legal experts). In addition, they interviewed eight participants to
gain deeper insight into their experiences. The study showed 12 key
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challenges, including issues with SBoM content, tooling deficien-
cies, maintenance difficulties, and domain-specific challenges. The
authors propose four actionable solutions to improve the adoption
of SBoM and outline future research directions.

Beyond technical and security considerations, Widder and Nafus
[36], through interviews with 27 AI experts, examined how these
professionals struggle to address the ethical questions raised by Al
guidelines. The feeling of “dislocated accountability” arises because
the development process is split into smaller tasks. This breakdown
can make it harder to see the big picture and can shift ethical duties
to other members of the supply chain. The authors suggest that
interventions such as ethical checklists and guidelines could be
improved by adopting an approach of "situated accountability,’
recognizing the relationships and obligations that extend within
and beyond the AI supply chain.

Charles et al. [6], through a comprehensive literature analysis,
highlighted how the combined use of blockchain and AI could
enhance the resilience of information and processes, enable faster
and more cost-effective product delivery, and improve traceability.
Additionally, the potential benefits of this integration are discussed
in business environments characterized by volatility, uncertainty,
complexity, and ambiguity.

In summary, these studies emphasize how Al and blockchain
can improve security and traceability in the software supply chain
while also raising new ethical concerns that require a rethinking of
accountability among stakeholders.

2.2 Studies About the Hugging Face Model Forge

For our AIBoM generation tool, we leverage model descriptions
(known as model cards) from HF [20]. HF is a well-known hosting
platform for pre-trained Al models as well as datasets, including
those used to train models. To date, it features over 1.5M models
and 300k datasets.

The main goal of an HF model card is to describe a reusable,
pre-trained Al model, or a dataset. Model cards provide a struc-
tured approach to consistently detail the model, encompassing
aspects such as the training dataset, evaluation metrics, and possi-
ble biases. Likewise, the AIBoM delineates the elements involved
in constructing an Al model, which includes data, frameworks, and
libraries. While several elements included in the AIBoM are already
present in the model card, the AIBoM also encompasses software
dependencies, versioning, and potential security risks. The goal
of our research is to integrate the model card within the ATBoM
framework, promoting model reproducibility more transparently
and standardizing the process of Al model development, ultimately
facilitating the work of developers.

Several studies investigated the content of HF model cards. Pepe et
al. [30] conducted an empirical study to evaluate how HF models
declare datasets, possible bias, and license incompatibilities. On
the same line, Castafo et al. [4] examined the evolution and main-
tenance of ML models available on HF, analyzing 380,000 models
based on their application domains, utilized frameworks, tag evolu-
tion, and associated datasets. Jiang et al. [24], instead, conducted
interviews with 12 experts from HF to go deeper into the prac-
tices and challenges in reusing pre-trained models, emphasizing
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their provenance, reproducibility, and portability. The lack of trans-
parency of ML models is also unveiled by Ait et al. [1], who focused
on metadata availability, the quality of the documentation, and
the datasets to assess if the HF platform is suitable for conducting
empirical studies. Castafio et al. [5] analyzed the carbon dioxide
emissions during the training phase to promote more sustainable
ML-based development, analyzing 1,417 models presented on HF.
Regarding the structured documentation of Al models, the concept
of a model card was introduced by Mitchell et al. [27] to improve
transparency in the documentation of the models. Bhat et al. [2]
defined an ideal structure of a model card and developed a DocML
tool to support developers in creating a model card. Crisan et al. [7]
conducted a design study involving experts in ML and natural lan-
guage processing to evaluate the effectiveness of interactive model
cards. Their findings suggest that interactivity enhances model
understandability, interpretability, and trust. In this direction, Yang
et al. [40] examined the documentation of 7,433 datasets on HF to
evaluate their compliance with standards of completeness and qual-
ity. They showed that the most widely used datasets tended to have
more comprehensive documentation. The study explored various
themes covered in these datasets, including technical aspects, social
considerations, and limitations.

2.3 Reseach and Tool Support About AIBoM

The research community has recently started investigating the need
for complementing SBoMs with AIBoMs [31, 34, 38, 39]. In their
qualitative study, Xia et al. [38] pointed out that the generation
of AIBoMs is different from that of traditional SBoMs as AIBoMs
include AI/ML-specific data. Xia et al. [39] acknowledged that a
key difference between SBoMs and AIBoMs is the dynamic nature
that the latter should have. While traditional software systems
remain static in their behavior once deployed, the behavior of AI-
enabled software systems could evolve as they process new data.
This difference would require ad-hoc tools for the generation of
AIBoMs. Stalnaker et al. [34] also conducted a qualitative study
in which almost all respondents were unaware of any tool sup-
port for the generation of AIBoMs. Although no AIBoM generator
was reported, the authors identified as “quasi-AIBoM” generators
two tools: DVC [14] and ML-Flow [28]. In their work, Radanliev et
al. [31] proposed an AIBoM schema and a tool to visually represent
its instances. However, they did not propose any specific tool to
generate AIBoMs. To the best of our knowledge, no AIBoM tool
generators are publicly accessible online at the time of the submis-
sion of our paper. Despite extensive searches across platforms such
as GitHub and Google, we were unable to identify any available
solutions. This strongly suggests that ALOHA, the tool presented in
this paper, is the first publicly available AIBoM generator, marking
a significant advancement in the field.

2.4 CycloneDX capabilities for AIBoM

Given the growth of Al systems usage and their complexity, tradi-
tional standards for SBoM generation need to be adapted to ensure
transparency, traceability, and security. SPDX and CycloneDX have
been widely adopted as standards for software supply chain man-
agement. Among the available standards, CycloneDX provides an
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optimal foundation for AIBoM generation due to its extensibil-
ity, Al-specific enhancements, and widespread tool support. The
CycloneDX standard was released by OWASP. As highlighted by
Xia et al. [38], it was initially designed to address issues of soft-
ware license compliance. However, in its version 1.5, released in
2023, CycloneDX introduced Al and ML fields [11], facilitating the
tracking and management of AI/ML models and their associated
metadata. This extension, often referred to as ML-BOM [10], allows
representing Al-specific components such as:

e Machine Learning Models documenting model architec-
tures, weights, hyper-parameters, and configurations;

e Datasets capturing information about datasets used for
training, validation, and testing, ensuring data provenance
and integrity;

o Algorithms and Frameworks describing the underlying Al
frameworks, libraries, and optimization techniques applied;

¢ Dependencies and External Components tracking third-
party models, pre-trained embeddings, and associated de-
pendencies, which are critical for vulnerability management
and reproducibility.

The use of AIBoMs can help, for example, mitigate risks such as
adversarial attacks, model poisoning, and data leakage.

For several reasons, we chose CycloneDX over other SBoM stan-
dards, such as SPDX. First, when we started our study, SPDX’s
Al-related functionalities were still in their early stages, whereas
CycloneDX had already introduced Al-specific extensions, making
it more suitable for our needs. Furthermore, according to Nocera et
al. [29], CycloneDX is more widely adopted in open-source projects
than SPDX, further confirming its stronger integration with secu-
rity and compliance tool ecosystems.

Finally, CycloneDX’s flexible and extensible JSON and XML
schemas enable seamless integration with AI supply chain tools.
The growing ecosystem of tools capable of generating, analyzing,
and integrating SBoMs reinforces the choice of CycloneDX for
AIBoM generation. By leveraging CycloneDX, we align with es-
tablished best practices in software supply chain security while
addressing the unique challenges of Al system transparency and
governance.

3 ALOHA: A TOOL FOR AIBOM GENERATION

In this section, we first introduce the logical architecture of ALOHA,
outlining its key components and design principles. Next, we de-
scribe the mapping process used to align the information provided
by HF model cards with the corresponding data fields in CycloneDX,
ensuring a structured and standardized representation as detailed
in Section 2.4. Finally, we present the ALOHA tool, showing its
functionality and explaining and demonstrating its usage with an
example of a generated AIBoM.

3.1 ALOHA Underlying Workflow

ALOHA, developed in Python (it requires at least Python 3.10.2),
takes as input a string containing the model ID from HF in the for-
mat author/model, producing an AIBoM in JSON format compliant
with the CycloneDX standard.
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The overall process/workflow of ALOHA is illustrated in Figure 1.
ALOHA first invokes the ML Component Generator, which re-
trieves model-related information and generates the ML component
following the CycloneDX standard. Specifically, ALOHA performs
the following steps to generate AIBoMs from HF:

o It performs a GET request to the HF API to obtain the model
metadata and the README.md file, which contains the Model
description and Uses sections from the text description of the
model card.

o The extracted information is then mapped to the correspond-
ing CycloneDX fields, forming the ML component.

Next, the ALOHA checks the model metadata to determine whether
any datasets used for training or testing are specified. If datasets
are present, the Dataset Component Generator is invoked for
each dataset. This component:

e Performs a GET request to the HF API to obtain dataset
metadata.

o Extracts relevant information and maps it to the CycloneDX
fields, generating the dataset component.

Finally, the ML component and all dataset components are added
to the base BoM structure, producing the AIBoM in JSON format,
fully compliant with the CycloneDX standard (the final structure
of the generated AIBoM is shown in Figure 2).

3.2 Mapping Hugging Face Model Card Sections
to CycloneDX

A key challenge in creating AIBoMs for models hosted on HF is
the mapping of model card fields to their respective CycloneDX
fields. The model cards are saved in the README.md file of each
model repository and have two key parts, with overlapping infor-
mation: metadata and text description. The metadata section
is represented by a YAML block located at the top of the model
card. It contains structured metadata about the model, such as
tags, tasks, and licenses. The text description section is written in
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Table 1: Occurrences of the template titles in the 10,000 most
downloaded HF models

Title Count
Model Details 1,808
Model Description 1,789
Model Sources 141
Uses 699
Direct Use 581
Downstream Use 77
Out-of-Scope Use 611
Bias, Risks, and Limitations 572
Recommendations 488
How to Get Started with the Model 600
Training Details 727
Training Data 1,118
Training Procedure 1,129
Preprocessing 187
Training Hyperparameters 811
Speeds, Sizes, Times 36
Evaluation 1,045
Testing Data, Factors & Metrics 452
Testing Data 440
Factors 421
Metrics 482
Results 606
Summary 422
Model Examination 18
Environmental Impact 506
Technical Specifications 73
Model Architecture and Objective 440
Compute Infrastructure 449
Hardware 506
Software 511
Citation 1,657
Glossary 17
More Information 59
Model Card Authors 83
Model Card Contact 474

Markdown and provides a more detailed textual description of the
model, including its purpose, performance, and limitations. HF pro-
vides templates for both metadata and textual descriptions. These
templates allow straightforward mapping of model card fields to
CycloneDX data fields. However, few models adhere to the text
description template, making data extraction challenging. Some
models introduce minor modifications to section titles, while others
adopt a completely different structure. To address this issue, we
analyzed the adherence of models to the templates recommended
by HF. We implemented a Python script to automatically determine
how many models adhere to the HF template and identify the most
frequently used section titles. To ensure that the analysis focuses on
models that are actually used, the 10,000 most downloaded model
cards were selected. By prioritizing the most downloaded mod-
els, the study provides more meaningful and relevant insights into
documentation practices within the HF ecosystem. In Table 1, the
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Table 2: Most frequently used section titles in HF model cards
that do not align with the official template.

Title Count
usage 1,189
how to use 870
uses 699
intended uses & limitations 587
license 560
training 491
framework versions 463
bibtex entry and citation info 391
intended use 343
description 314
limitations 266
quickstart 177
overview 137

Table 3: Mapping between CycloneDX and HF for the com-

ponent data field in metadata.

CycloneDX Hugging Face
authors author
tags tags
description #model description
name modelld
id cardData-> license
name cardData-> license_name
task pipeline_tag
architectureFamily config-> model_type
modelArchitecture config-> architectures
datasets datasets
slice dataset-> type, config, split
type metric-> type
value metric-> value
useCases # Uses
environmentalConsiderations  emissions
environmentalConsiderations  source

environmentalConsiderations
environmentalConsiderations
environmentalConsiderations

training_type
geographical_location
hardware_used

properties library_name
properties base_model
properties base_model_relation
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Table 4: Mapping between CycloneDX and HF for the com-
ponent data field in components.

CycloneDX Hugging Face
contents-> URL URL of the Model
contents-> properties task_categories
contents-> properties task_ids
contents-> properties language

contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
contents-> properties
description

owners-> organization-> name

owners-> organization-> url

language_details
size_categories
annotations_creators
language_creators
pretty_name
source_datasets
paperswithcode_id
config_name
data_files-> split
data_files->path
license
license_name
license_link
license_details
description

author

URL to author page

occurrences of the template titles in the 10,000 most downloaded
models are observed.

Table 2 presents some of the most frequently used section titles
that deviate from the official template. Among the 10,000 analyzed
models, several alternative titles are used. For instance, 1,189 mod-
els use “Usage” instead of “Uses” to describe how the model is
intended to be used, while 314 use “Description” instead of “Model
Description.”

To preserve the information from section titles that do not strictly
follow the official template, we manually analyzed the section titles
of the 10,000 most downloaded models. Titles with more than 20
occurrences were identified and mapped to their corresponding tem-
plate sections. For example, “Description” and “Overview,” which

are frequently used by the community, are mapped to “Model De-
scription,” which is the template section for including information
about the model’s description. This analysis allowed us to extract
the content of the model cards, identify the different sections using
the template titles, retrieve the relevant information, and organize
it within the AIBoM. Once the model information is retrieved, if
datasets are specified, we extract their metadata and map the rel-
evant details into the AIBoM. We store the model’s information
within the component field of metadata and the dataset information
within the component field of components. Figure 2 shows the final
structure of the AIBoM. The final mapping is presented through
Table 3 and Table 4, where one column lists the CycloneDX fields
and the other shows the corresponding fields extracted from HF.

3.3 ALOHA in Action

ALOHA can be executed via the command line using the following
general syntax:

python ALOHA.py <model_ID> -o <output_dir_path>

e <model_ID>: It indicates the model ID from HF in the for-
mat author/model. This is a required parameter and must
correspond to a valid model identifier.

e <output_dir_path>: It indicates the destination directory
where the output files will be saved. This is an optional pa-
rameter; if not provided, the tool will use a default directory.

Figure 3 shows an example of an AIBoM for the HF model
bitnet_b1_58-3B generated by ALOHA. The AIBoM follows the
CycloneDX standard, starting with the fields bomFormat and
specVersion, which indicate the format and the specific version
of the CycloneDX. The Bill of Material (BoM) element has two
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key properties: serialNumber and version, which together define
the unique identity of the AIBoM. While the serial number acts
as a unique identifier, the version helps keep track of potential
updates or changes to the BoM. Within the metadata field, we find
the timestamp representing the exact moment of the AIBoM’s
creation, along with a component object that provides essential
information about the AI model described. Each component in-
cludes a field called bom-ref, a unique reference to connect the
component to other elements in the BoM. The external references
field provides additional relevant information not directly included
in the BoM itself. In this case, it links to the official documentation
of the model on HF, offering a direct source for further details.
The modelcard section aims to describe specific aspects of the Al
model, such as its task, architecture, and datasets used for train-
ing and testing. However, in this example, the model’s author did
not provide these details. Lastly, the properties section includes
additional metadata that does not directly match the CycloneDX
standard (e.g., information about the used library).

4 PRELIMINARY EMPIRICAL EVALUATION

In this section, we present a preliminary empirical evaluation of
ALOHA in the generation of AIBoMs. A replication package con-
taining the artifacts used for this empirical evaluation (including the
generated AIBoMs and the spreadsheet of the analysis) is available
on the web [13].

4.1 Study Design

The goal of this preliminary empirical evaluation is to study ALOHA
with respect to the generated AIBoMs for the purpose of assessing
their completeness in terms of data fields. The perspective is that of
researchers interested in the software/Al supply chain. The context
consists of Al models publicly hosted on HF.

Based on the aforementioned goal, we formulated and studied
the following high-level Research Question (RQ):

ROQ. To what extent the AIBoMs generated by ALOHA report all the
expected data fields?

This RQ aims at assessing whether the AIBoMs generated by ALOHA
report all the expected data fields and, if not, why. This is because
AIBoMs generated through ALOHA may not report information
for each data field in case such information is lacking on HF.

We leveraged the HF API Endpoints [18] and the associated
Python wrapper, namely huggingface_hub [19], to search for the
Al models for which to generate the AIBoMs. We queried HF to
retrieve the list of all hosted AI models, along with information
about their numbers of downloads and likes. To avoid the risk
of selecting personal or inadequate AI models, we retrieved Al
models with at least 100 downloads and at least 100 likes on HF.
These inclusion criteria are commonly used to mitigate the perils
of mining software repositories [26, 30]. Eventually, we retrieved a
total of 1,643 Al models, which represent our study population. Due
to the large size of this population, we built a statistically significant
random sample with a confidence level equal to 95% and a margin
of error equal to 5%. The size of this sample was equal to 312.
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{
"bomFormat":
"specVersion": "1.6",
"serialNumber": "urn:uuid:47a09005-e737-471b-8ab0-
d65461fbd675",
"version": 1,
"metadata": {
"timestamp": "2025-02-28T12:11:23.832568+00:00",
"component": {
"type": "machine-learning-model",
"bom-ref": "1bitLLM/bitnet_b1_58-3B-9f518091-90ea
-528e-9efe-15e2f9373a8",
"name": "1bitLLM/bitnet_b1_58-3B",
"licenses": [

"CycloneDX",

"license": {
"id": "MIT",
"url": "https://spdx.org/licenses/MIT.html"
3
3
1,
"externalReferences": [
{
"url": "https://huggingface.co/1bitLLM/
bitnet_b1_58-3B",
"type": "documentation"

}

1,
"modelCard": {
"modelParameters": {
"task": "text-generation",
"architectureFamily": "llama",
"modelArchitecture": "BitnetForCausallLM",
"datasets": []
3
3,
"properties": [
{
"name":
"value":
3}
]

"library_name",
"transformers"

1,
"authors": [
{
"name":
}
]

"1bitLLM"

}
}

Figure 3: Example of an AIBoM for bitnet_b1_58-3B gener-
ated using ALOHA.

4.2 Results

Table 5 shows the number and percentage of data fields that were
reported (documented) and not reported (missing) in the AIBoMs
generated from the Al models of our sample. The data fields au-
thors and tags are always documented, while 1icense, task, and
library_name appear in over 90% of the AIBoMs. Following, ar-
chitectureFamily and modelArchitecture appear almost in 70%
of the AIBoMs, while description in about 40% of them. The data
fields datasets, performanceMetrics, and useCases appear in
between 10% and 30% of the AIBoMs. Lastly, environmentalCon-
siderations appears in less than 1% of AIBoMs.

These results indicate that the data fields that are mostly re-
ported in the generated AIBoMs refer to the information of the
model card that can be (i) reported by the author of the AI model
or (ii) inferred directly by HF based on the information available
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Table 5: Number and percentage of documented and missing
data fields in the generated AIBoMs.
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Table 6: Number and percentage of missing data fields in the
generated AIBoMs grouped by codes.

Documented Field Missing Field Code 01 Code 02 Code 03
Case Case

Sum % Sum % Sum % Sum % Sum %
authors 312 100 0 0 description 46 25.84 122 68.54 10 5.62
tags 312 100 0 0 license 19 67.86 9 3214 0 0.00
description 134 42.95 178 57.05 task 15 93.75 1 6.25 0 0.00
license 284 91.03 28 8.97 architectureFamily 89 93.68 6 6.32 0 0.00
task 296 94.87 16 5.13 modelArchitecture 89 89.90 10 10.10 0 0.00
architectureFamily 217 69.55 95 30.45 datasets 194 86.61 30 1339 0 0.00
modelArchitecture 213 68.27 99 31.73 performanceMetrics 170  62.73 101 37.27 0 0,00
datasets 88 28.21 224 71.79 useCases 200 8511 33 14.04 2 085
performanceMetrics 41 13.14 271 86.86 environmentalConsiderations 305 9839 5  1.61 0 0.00
useCases 77 24.68 235 75.32 library_name 14 100 0 0.00 0 0.00
e.nvlronmentalCon31derat10ns 2 0.64 310 99.36 Total 1141 7762 317 2156 12 082
library_name 298 95.51 14 4.49
Total 2,274 60.74 1,470 39.26

in manifest/configuration files. The data fields that can be inferred
by HF are authors [18], tags [21], library_name [22], task [23],
architectureFamily [16], modelArchitecture [16], and envi-
ronmentalConsiderations [17]. These data fields are among the
most documented in the generated AIBoMs, except for environ-
mentalConsiderations, which is the least documented data field.
In fact, it might be inferred only for the Al models using the Au-
toTrain feature [15], but only one Al model in our sample used
it (although we do not have environmentalConsiderations for
that model).

We conducted a qualitative analysis of the missing data fields in
the generated AIBoMs to better understand the reasons for which
they were not reported. This analysis involved a manual inspection
of the content of the model cards on HF and open coding to cate-
gorize the causes of missing data fields. That is, for each missing
data field, we assigned a “code” explaining the reason why that data
field was missing. We ended up classifying the causes of missing
data fields with three codes:

e Code 01 - Missing Information. Information for the data
field is not available anywhere in the model card.

e Code 02 - Misplaced Information. Information for the
data field is available in a section of the model card that is
not mapped with that data field.

e Code 03 - Restricted Access to Information. Direct access
to the model card on HF, which is required to extract the
information for generating the AIBoMs, is not allowed as
there are conditions to be accepted.

Table 6 shows the classification of missing data fields based on
the aforementioned codes. The results indicate that the data field
library_name is always missing due to Code 01, while task, ar-
chitectureFamily, environmentalConsiderations are missing
in over 90% of the AIBoMs due to the same code. Following, mod-
elArchitecture, datasets, and useCases are missing between
80% and 90% of the AIBoMs due to Code 01. Due to the same
code, the data fields 1license and performanceMetrics are miss-
ing between 60% and 70% of the AIBoMs, while description is

missing in about 26% of them. As for Code 02, the data field de-
scription is missing in about 70% of the AIBoMs, while license
and performanceMetrics are missing between 30% and 40% of
them. Following, modelArchitecture, datasets, and useCases
are missing between 10% and 20% of the AIBoMs due to Code 02.
Due to the same code, all other data fields are missing in less than
10% of the generated AIBoMs. Only two data fields are missing
due to Code 03, namely description and useCases, which hap-
pened in about 6% and 1% of the generated AIBoMs, respectively.
Summing up, about 77.62% of the data fields are missing due to
Code 01, 21.56% due to Code 02, and 0.82% due to Code 03. ALOHA
was not able to report the expected data fields of all the generated
AIBoMs because the needed information was not reported in the
corresponding model cards.

The results of our investigation indicate that the missing data
fields in the generated AIBoMs are mainly due to a lack of the asso-
ciated information in the model cards. On the other hand, a portion
of the data fields is missing because the associated information
is documented in unexpected sections of the model cards; there-
fore, their model cards do not follow the template recommended
by HF, and we were not capable of identifying a mapping with
those sections. Lastly, some data fields in the generated AIBoMs
were missing due to restrictions in accessing the associated infor-
mation of the model cards; in these cases, the authors of the Al
models limited the access upon acceptance of certain conditions
(e.g., sharing of contact information by those who want to access
the information).

4.3 Discussion and Limitations

The results of our preliminary investigation suggested that one of
the most significant challenges in using ALOHA is that the “quality”
of the generated AIBoMs is inherently dependent on the informa-
tion provided by authors of Al models. Since ALOHA extracts data
directly from model cards, any inconsistencies, omissions, or inaccu-
racies in the original documentation will be reflected in the resulting
AIBoMs. For example, if authors do not provide detailed descrip-
tions of datasets, architectures, or performance metrics, the AIBoM
will lack critical information. This reliance on user-generated con-
tent introduces variability in the quality of the AIBoMs, as not
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all authors follow the same documentation standards or provide
the same level of detail. Consequently, the tool’s output is only as
reliable as the input it receives, which may limit its effectiveness in
generating comprehensive and accurate AIBoMs.

ALOHA was developed and tested specifically for models hosted
on HF, which means its applicability to other platforms or ecosys-
tems may be limited. Other platforms may have different standards
or templates for model documentation, which could make it difficult
to directly apply the tool without significant modifications.

4.4 Threats to Validity

In this section, based on the classification provided by Wohlin et
al. [37], we discuss the threats that might affect the validity of our
preliminary empirical investigation.!

Construct Validity. Threats to construct validity concern the
relation between theory and observation [37]. We did not take
into account ALOHA in generating subfields of AIBoMs. That
is, given a data field (e.g., environmentalConsiderations) con-
sisting of several subfields (e.g., emissions, source, training_-
type, geographical_location and hardware_used), we consid-
ered ALOHA to have generated that data field whether it contained
information for at least one of its subfields. This threat to valid-
ity is not a concern given the nature of the investigation, i.e., a
preliminary empirical investigation.

Conclusion Validity. Threats to conclusion validity concern
statistical significance, including sample composition and size [37].
We built a statistically significant random sample of Al models
with at least 100 downloads and at least 100 likes on HF, using
a 95% confidence level and a 5% margin of error. The analysis of
samples is common in empirical research to avoid analyzing the
entire population of interest (e.g., [3]). However, it might pose a
threat to conclusion validity because the randomness of the sample
selection process does not rule out selection bias, i.e., the selected AI
models may not fully represent the population under investigation.
We also recognize that sampling popular AT models might not fully
represent documentation practices across all of HF.

External Validity. Threats to external validity concern the gen-
eralizability of results [37]. The results might not be generalizable
to the generation of AIBoMs from AI models hosted on platforms
other than HF. However, this is beyond the current features of
ALOHA. Also, the results reflect the state of documentation of the
model cards on HF at the time the investigation was conducted
(i.e., February 2025). Replications of this investigation at a later
time might lead to observing different results, for example, due to
changes to the model cards or the hosting of new Al models on HF.

5 CONCLUSION AND FUTURE WORK

The increasing complexity of Al-driven software necessitates robust
mechanisms for ensuring transparency, traceability, and security.
In this paper, we present ALOHA (AIBoM tooL generatOr for Hug-
ging fAce). It represents a significant step forward by enabling the
automated generation of AIBoM, leveraging the widely adopted Cy-
cloneDX standard. Our preliminary evaluation showed the ALOHA
capability to extract and structure relevant data fields from the con-
tent of HF model cards (i.e., metadata and free-text descriptions),

IThreats to internal validity are not discussed, as causality is not investigated.
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though inconsistencies in documentation and missing metadata
remain key challenges.

Future work will focus on refining ALOHA extraction techniques.
This could include integrating natural language processing (NLP)
techniques to infer missing metadata, provide semantic understand-
ing of the extracted information, and improving compliance with
evolving and different software supply chain standards. Moreover,
incorporating validation mechanisms and stakeholder feedback
loops can help the AIBoM generation. We also plan to conduct a
more in-depth evaluation of ALOHA, focusing on its accuracy, the
quality of the generated AIBoMs, and practical usefulness for practi-
tioners. By addressing the aforementioned challenges, ALOHA has
the potential to become a cornerstone in Al supply chain security,
fostering greater accountability and trust in HF.

DATA AND TOOL AVAILABILITY

ALOHA is available open-source under the Mozilla Public License
2.0 License on Zenodo [12]. The replication package of the em-
pirical evaluation (which includes the generated AIBoMs and the
spreadsheet of the analysis) is also available on the web [13].
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